



































































































































Lecture 17

Private Machine Learning

DP SGD

Privacy Analysis

DP SGD in code

Announcement Release HW3 this week
includes WrittenComponent

Programming component

Recitation in person
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Memorization Attack






































































































































Private SGD DP SGD
feasible yearningset rate Nate

PrivateSGD 4th Eill x E Y 6

Init W E C

For 2 1 T
Random subsample Be E t in

minibatch

Gt BIT EB Tol Wta Xi

Ft e Ge t NCO 6 Id Gaussian
Mechanism
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Privacy Proof
Proof idea Think of releasing We Wz WT

Suffices to release the update between iterates

WoE update DWI f update 1 Wz WT

Suffices to release the sequence of gradient estimates
5ei5

EThe output is a postprocessing

show releasing 97,5 9T satisfies DP
Each step releasing Te satifies 6,8 DP

Adaptive composition across T steps






































































































































Adaptive Composition

Input x

y't
HIIIII

I Anees

ft Dp

g g 9
Suppose each step As At is E s DP

What are the values of E and 8
Basic Composition É Te 8 78

Advanced Composition I e Tiny T.EE

8 78 8

If es

LETTY is smaller than ETT

Then
q is in the order of E Tatti

K E T
for large T






































































































































Numeric Example

E tooo 8

T 500

Basic Composition É 0.5 5 7.8
Advanced Composition Is at 8 10

6
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Privacy Proof
Proof idea Think of releasing We Wz WT

Suffices to release the update between iterates

WoE update DWI f update 7 wz WT

Suffices to release the sequence of gradient estimates
5ei5

The output is a postprocessing

show releasing 97,5 9T satisfies DP
This step Each step releasing Te satifies 6,8 DP

Adaptive composition across T steps






































































































































Multivariate Gaussian Mechanism
eg
rerage dradiet f Xk IR
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What is Oz

d
Average gradient

f i X IR fc fzyE.p.atwix

f max Hfcx f Hz suppose 1134 1
X X
neighbors ft owl Xi

02 4194 Howllwixi rwllwix.lk

In theory we make assumption on f
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J
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Lipschitzness
a Changing w a bit does not

change LCW Xi too much
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Privacy Amplification by Sub sampling

IF pig

samite
i

Compute gradient usiy Be

In general i suppose A X Y is CE 8 DP
T

an alga that takes input a dataset of size 1

e.g add gaussian noise to the gradient ofoomph

Consider A X Y
Rainddoey

f
I c unifft n

Return A xD

A is Eis DP where

E fn it In for Eee
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can generalize to IBA I
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Wrapping up the privacy proof

For each step subsampled Gaussian mechanism

Apply Adaptive Composition






































































































































DP SGD in Theory
Init No C C

For 7 1 T i

Random subsample Bt E 1 n

minibatch

9t B.IE Twl wt eiXi

a a no leg

c

Ut Wt e y gI
for everywee 4

We arginine Hw Uthe

DP SGD in practice

For 1 1 T

Sample minibatch Bt EF n

G Tzu 5
C Platt G

a
shrink
gradient

clip g G g min 1 Tigh if toolarge

It Gt 1 Gaussian Noise








































































































































Convergence Optimality

Theorem Let L C R be convex and G Lipschitz

C ERd be a closed andconvexset
Part a

mygangmin
Langwithdiameter

I we C
Forregular PGD set 7 IT then Lfo at BE
For noisy PGD set 4 T b so that If LG fut so Rafts



Convergence Optimality E
Theorem Let L C R be convex and G Lipschitz

C ERd be a closed and convexset
Part a

qgqiwithcliameteredForregular PGD set 7 Ey then LG LG eB to
For noisy PGD set 4 T b so that FILA fut soft

CostofprivacyGap Ide ightcase
Gapfor EM Are



Proof for regular PGD
W qq.in Cw

2 KeyQuantities

1 Iclaim Measure of Progress
ExcessRisk Esta

Eigg
n t.tl g negeg

Reduction on Squared distances

É

41

By Jensen Inequality for convex function

pplat it.at LCW tC9tW Wt

Lii ut et E wt LGA use ProgressClaim
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Noisy 1Private PGD
It 9 t NCO EI

New Progress claim
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CK IT M Fe we wits

a
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What about Noncorex Case

Smoothness

µ Lipschitz Gradient

s Hollow ollwidthEPH w w'll
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Can Show Wi WT
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