



































































































































Lecture 16

Private Machine Learning

DP Gradient Descent

Privacy Analysis






































































































































Optimization in ML

Linear Regression

Linear Classification






































































































































Private Optimization

Given a data set X Xi Xn
loss function f
feasible set of parameters CE Rd

weights

Empirical Risk Minimization ERM

OptionalII Effi tu Ei elwin
Regularization

e.g allude
Often C Rd
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Projected Gradient Descent PGD

y jible begging
rounds

PGD L C Y T
Init Woe C any point

For t 1 a T a

gradient 9 TL Wta
W

projection Wt argmin Il w Utll
WEC

Output WT

or

I

É We Average
iterate
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Robustness to noise in gradient estimation g
Two sources of noise

For efficiency 50 so million

Sample a minibatch Pte 1,2 in
gradient estimate get E Owl wa X

For privacy Add Gaussian Noise

g get NCO EI
I from Gaussian

wreck

In both cases

Jt is an unbiased estimate of Gt
ITE g

Stochastic Gradient Descent SGD






































































































































Memorization Attack






































































































































Private SGD DP SGD

feasible learningÉ set rate Make

PrivateSGD 4th Eill x C Y 6

Init W E C

For 2 1 T
Random subsample Be E t in

minibatch

Gt BIT EB Tol wt sitetochastic
Gradient
Langevin Gt e g t NCO 6 Id Gaussian
Dynamics

SGM Mechanism

Ut Wt a Y gi
Min We arginine In Utll

location

goes Output I É we
or

WF






































































































































Privacy Proof
Proof idea Think of releasing Wa Wa WT

Suffices to release the update between iterates

Woe update 3W update s wz WT

Suffice to release the sequence of gradient estimates

The.IT isaftproscessing

Show releasing 91,95 95 satisfies DP
Each step releasing gie satifies E s DP
Adaptive composition across T steps






































































































































Adaptive Composition

Input x

y't
HIIIII

I Aneesft Dpt
g g 9

Suppose each step As At is E s DP
What are the values of E and 8
Basic Composition É Te 8 78

Advanced Composition qÉÉ I Tie

8 78 8 for est ele Ite É
T e a Iz e

If es

LETTY is smaller than ETT
Then

q is in the order of E TTT






































































































































Numeric Example

E tooo 8

T 500

Basic Composition É 0.5 5 7.8
Advanced Composition Is at 8 10

6 78


